
APPENDIX

SOLVING MILP

Finding a solution to the MILP expressed by Fig. 3 and Fig. 5
is challenging because (i) the number of variables and constraints is
large and (ii) BIG is much larger than the other constants causing
numerical issues. Therefore, we will rewrite the MILP to avoid nu-
merical issues. We will also present different methods for solving the
MILP; they differ in (i) the amount of time to finish and (ii) whether
a solution is guaranteed to be found if a solution exists. They all have
in common, however, that they return a tuple 〈flag, o〉 such that if
flag is true, then the MILP is feasible.

It can be seen in Fig. 5, that changing the domain of
mbi,j,g,b from non-negative integer to non-negative real
does not change the feasiblity of the MILP. The same
applies to mmbi,i′,j′,g′,b,mmboi,j,g,b, oati,j,g,b, oaoi,j,g,b.
We will now rewrite the constraints. Let
SCALINGFACTORNACCESSES be an integer that we
choose (e.g. SCALINGFACTORNACCESSES = 223).
Let BUSCLOCKFREQ denote the clock frequency of the
bus (e.g. BUSCLOCKFREQ = 1.5 × 109). Then we can
introduce coat

′
i,j,g,b = coati,j,g,b × BUSCLOCKFREQ and

then replace coati,j,g,b with coat
′
i,j,g,b. Then we can introduce

mb
′
i,j,g,b = mbi,j,g,b/SCALINGFACTORNACCESSES

and then replace mbi,j,g,b with mb
′
i,j,g,b. By choosing

SCALINGFACTORNACCESSES properly, we obtain that
the variables are in reasonably small range (e.g. six orders of
magnitude) and this avoids numerical issues. For convenience,
we also rename coat

′
i,j,g,b and coati,j,g,b and rename mb

′
i,j,g,b

as mbi,j,g,b. This leaves us with discussion on how to choose
SCALINGFACTORNACCESSES. We do it as follows.

1) SCALINGFACTORNACCESSES := 1
2) if (69)> 0 then
3) SCALINGFACTORNACCESSES := smallest number ≥
4) (70)/(71) such that it is equal to two raised to some integer.
5) end if

We will now present the methods.

Method 1

Method 1 is guaranteed to output a solution if a solution exists.
Method 1 is to simply take the constraints in Fig. 3 and Fig. 5 and
solve the MILP. If there exists an assignment of values to the variables
so that the constraints in Fig. 3 and Fig. 5 are satisfied then flag is
true and o is the values of the o-variables; otherwise flag is false and
o is undefined.

Method 2

Method 2 is guaranteed to output a solution if a solution exists.
We can reason as follows: If there is a feasible solution, then it holds
that for each cache color, the pages that are mapped to frames of
this cache color all belong to the same task (otherwise (46) would be
violated). Let occupiescachecolori,h be 1 if task τi occupies cache
color h; otherwise 0. If, for this solution, it holds that there is a
task τi and a task τi′ and a cache color h and a cache color h′

such that i < i′ and h > h′ and occupiescachecolori,h = 1 and
occupiescachecolori′,h′ = 1, then we can change the o-values of
the solution so that each page of τi that was mapped to h is mapped
to h′ and each page of τ ′i that was mapped to h′ is mapped to h.
Also update the x-values accordingly. This gives us a new feasible
solution such that i < i′ and h < h′ and occupiescachecolori,h = 1
and occupiescachecolori′,h′ = 1. Repeating this argument yields
that for each task τi, tasks with lower index than τi only occupies
cache colors of lower index and tasks with higher index than τi only

occupies cache colors of higher index. If there is a cache color h
that is not occupied by any task, then we can identify all tasks that
occupies cache colors of index greater than h and let each of their
memory allocation use a cache color that has index 1 less. Also update
the x-values accordingly.

For this reason, we can, without loss of generality, add the
following constraint:

∀〈i′, j′, g′, h′, i′′, j′′, g′′, h′′〉 s. t. (τi′ ∈ τ) ∧ (j
′ ∈ [1, nstagesi′ ])∧

(g
′ ∈ [1, nsegi′,j′ ]) ∧ (h

′ ∈ [0, H − 1]) ∧ (τi′′ ∈ τ) ∧ (j
′′ ∈ [1, nstagesi′′ ])∧

(g
′′ ∈ [1, nsegi′′,j′′ ]) ∧ (h

′′ ∈ [0, H − 1])∧
(i
′
< i
′′

) ∧ (h
′ ≥ h′′) : xi′,j′,g′,h′ + xi′′,j′′,g′′,h′′ ≤ 1

Method 2 is like Method 1 but with the constraint above.

Method 3

Method 3 is not guaranteed to output a solution if a solution
exists. Method 3 is defined as follows.

1) Let the following variables be non-negative real num-
bers: loadfactorofcells, utilconsideringcont, loadofdeadlinei,
myobj

2) Let utilconsideringcont, loadofdeadlinei be defined as
follows: utilconsideringcont = (

∑
τi′∈τ

cui′
Ti

)/(m × s)

and loadofdeadlinei = (
∑
τi′∈τ

max(bDi−Di′
Ti′

c + 1, 0) ×
cui′)/(m× s×Di).

3) Solve the following problem: minimize myobj subject to the
constraints in Fig. 5 and
∀〈h, b〉 s. t. (h ∈ [0, H − 1]) ∧ (b ∈ [0, B − 1]) :
(
∑
τi∈τ

∑
j∈[1,nstagesi]

∑
g∈[1,nsegi,j ]

∑
p∈[0,npi,j−1]

( 1
GSi,j,g,p

× oi,j,g,p,h,b)) ≤ CAP × loadfactorofcells and
loadfactorofcells ≤ myobj and utilconsideringcont ≤
myobj and ∀τi ∈ τ : loadofdeadlinei ≤ myobj.

4) Consider the optimization problem of fmem(τ,Π,K) where the
o-values must be equal to the values obtained in step 3 above.
Solve this optimization problem.

5) If the optimization problem in step 4 is feasible then return
〈true, o〉 where o is the o-values obtained in step 3 above.

6) If the optimization problem in step 4 is infeasible then return
〈false, o〉 where o is undefined.

When solving the first optimization problem, if an optimal solution
has not been bound after 3600 seconds, then we terminate and deliver
the best result (non-optimal result) so far.

EVALUATION

In this section, we address the following questions: (i) how long
time does it take to perform the schedulability test (solve the MILP),
(ii) how pessimistic is our schedulability test and (iii) how does the
guarantee of our schedulability test compare to the actual behavior in
practice (the execution of a program on a real computer).

Consider the system in Fig. 6. It models a hypothetical au-
tonomous system with 4 processors and task τ1 performing sensor
fusion (it first reads the sensors in its 1st stage and then performs
parallel processing in its 2nd stage and then merges the results in
its 3rd stage) and task τ2 is a mission controller task (it takes high-
level decisions about the mission, e.g, whether the mission should
be aborted) and task τ3 recomputes the current plans when a certain
critical event occurs (its 2nd stage performs computations in parallel).

Table II shows the outcome of our evaluation. Each row shows
one system and its corresponding outcome. The first column shows
the value of C1,2. The second column shows the number of memory
accesses to a page relative to the number of memory accesses stated
in Fig. 6. If the value in the column is 1 then the number of memory
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C1,2 multi Time
(seconds) MAi,j,p (seconds) Schedulable

0.005000 0.000000 358.880339 1
0.005000 0.010000 1249.950361 1
0.005000 0.100000 1256.071147 1
0.005000 0.250000 1257.526272 1
0.005000 0.500000 1285.062305 1
0.005000 1.000000 1254.594339 1
0.005000 2.000000 1281.826845 1
0.005000 4.000000 1226.284894 0
0.005000 10.000000 1226.322489 0
0.010000 0.000000 357.445275 1
0.010000 0.010000 1254.029591 1
0.010000 0.100000 1291.771152 1
0.010000 0.250000 1255.745916 1
0.010000 0.500000 1250.537034 1
0.010000 1.000000 1257.315165 1
0.010000 2.000000 1226.780883 0
0.010000 4.000000 1226.388839 0
0.010000 10.000000 1226.468599 0
0.015000 0.000000 357.990881 1
0.015000 0.010000 1250.979049 1
0.015000 0.100000 1250.253606 1
0.015000 0.250000 1264.358976 1
0.015000 0.500000 1255.129114 1
0.015000 1.000000 1255.120019 1
0.015000 2.000000 1226.260251 0
0.015000 4.000000 1226.514951 0
0.015000 10.000000 1226.588321 0
0.020000 0.000000 358.108685 1
0.020000 0.010000 1251.220622 1
0.020000 0.100000 1257.066002 1
0.020000 0.250000 1304.179088 1
0.020000 0.500000 1256.614470 1
0.020000 1.000000 1288.812738 1
0.020000 2.000000 1226.178101 0
0.020000 4.000000 1226.476176 0
0.020000 10.000000 1226.665985 0
0.025000 0.000000 357.629733 1

TABLE II: Results from evaluation (m = 4).

accesess to a page is equal to the number of memory accesses
stated in Fig. 6. The third column indicates the amount of time it
takes to perform the schedulability analysis (with the MILP). The
fourth column indicates whether that schedulability analysis provides
a guarantee that the taskset is schedulable.
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m = 4 s=1 τ = {τ1, τ2, τ3}
T1=0.100 D1=0.100 nstages1=3 nseg1,1=1 nseg1,2 = 4 nseg1,3=1

C1,1 = 0.001 C1,2 = 0.030 C1,3 = 0.001
np1,1 = 17 np1,2 = 17 np1,3 = 17
MA1,1,0 = 100 MA1,2,0 = 1000 MA1,3,0 = 100
MA1,1,1 = 100 MA1,2,1 = 1000 MA1,3,1 = 100
MA1,1,2 = 100 MA1,2,2 = 1000 MA1,3,2 = 100
MA1,1,3 = 100 MA1,2,3 = 1000 MA1,3,3 = 100
MA1,1,4 = 100 MA1,2,4 = 1000 MA1,3,4 = 100
MA1,1,5 = 100 MA1,2,5 = 1000 MA1,3,5 = 100
MA1,1,6 = 100 MA1,2,6 = 1000 MA1,3,6 = 100
MA1,1,7 = 100 MA1,2,7 = 1000 MA1,3,7 = 100
MA1,1,8 = 100 MA1,2,8 = 1000 MA1,3,8 = 100
MA1,1,9 = 100 MA1,2,9 = 1000 MA1,3,9 = 100
MA1,1,10 = 100 MA1,2,10 = 1000 MA1,3,10 = 100
MA1,1,11 = 100 MA1,2,11 = 1000 MA1,3,11 = 100
MA1,1,12 = 100 MA1,2,12 = 1000 MA1,3,12 = 100
MA1,1,13 = 100 MA1,2,13 = 1000 MA1,3,13 = 100
MA1,1,14 = 100 MA1,2,14 = 1000 MA1,3,14 = 100
MA1,1,15 = 100 MA1,2,15 = 1000 MA1,3,15 = 100
MA1,1,16 = 100 MA1,2,16 = 1000 MA1,3,16 = 100
MA1,1,17 = 100 MA1,2,17 = 1000 MA1,3,17 = 100

T2=0.010 D2=0.010 nstages2=1 nseg2,1=1
C2,1 = 0.002
np2,1 = 17
MA2,1,0 = 100
MA2,1,1 = 100
MA2,1,2 = 100
MA2,1,3 = 100
MA2,1,4 = 100
MA2,1,5 = 100
MA2,1,6 = 100
MA2,1,7 = 100
MA2,1,8 = 100
MA2,1,9 = 100
MA2,1,10 = 100
MA2,1,11 = 100
MA2,1,12 = 100
MA2,1,13 = 100
MA2,1,14 = 100
MA2,1,15 = 100
MA2,1,16 = 100
MA2,1,17 = 100

T3=5.000 D3=0.021 nstages3=3 nseg3,1=1 nseg3,2=2 nseg3,3=1
C3,1 = 0.002 C3,2 = 0.006 C3,3 = 0.002
np3,1 = 17 np3,2 = 17 np3,3 = 17
MA3,1,0 = 100 MA3,2,0 = 100 MA3,3,0 = 100
MA3,1,1 = 100 MA3,2,1 = 100 MA3,3,1 = 100
MA3,1,2 = 100 MA3,2,2 = 100 MA3,3,2 = 100
MA3,1,3 = 100 MA3,2,3 = 100 MA3,3,3 = 100
MA3,1,4 = 100 MA3,2,4 = 100 MA3,3,4 = 100
MA3,1,5 = 100 MA3,2,5 = 100 MA3,3,5 = 100
MA3,1,6 = 100 MA3,2,6 = 100 MA3,3,6 = 100
MA3,1,7 = 100 MA3,2,7 = 100 MA3,3,7 = 100
MA3,1,8 = 100 MA3,2,8 = 100 MA3,3,8 = 100
MA3,1,9 = 100 MA3,2,9 = 100 MA3,3,9 = 100
MA3,1,10 = 100 MA3,2,10 = 100 MA3,3,10 = 100
MA3,1,11 = 100 MA3,2,11 = 100 MA3,3,11 = 100
MA3,1,12 = 100 MA3,2,12 = 100 MA3,3,12 = 100
MA3,1,13 = 100 MA3,2,13 = 100 MA3,3,13 = 100
MA3,1,14 = 100 MA3,2,14 = 100 MA3,3,14 = 100
MA3,1,15 = 100 MA3,2,15 = 100 MA3,3,15 = 100
MA3,1,16 = 100 MA3,2,16 = 100 MA3,3,16 = 100
MA3,1,17 = 100 MA3,2,17 = 100 MA3,3,17 = 100

K = 20 MEMCAP = 221 H = 32 B = 16 HWSHARE = 1/4 CAP = 210

INO = 970
shfr = {〈1, 1, 1, 0, 1, 2, 1, 0〉, 〈1, 1, 1, 0, 1, 2, 1, 0〉, 〈1, 1, 1, 2, 1, 2, 3, 0〉, 〈1, 1, 1, 3, 1, 2, 4, 0〉, 〈1, 3, 1, 0, 1, 2, 1, 1〉, 〈1, 3, 1, 1, 1, 2, 2, 1〉,
〈1, 3, 1, 3, 1, 2, 4, 1〉, 〈3, 1, 1, 0, 3, 2, 1, 0〉, 〈3, 1, 1, 1, 3, 2, 2, 0〉, 〈3, 3, 1, 0, 3, 2, 1, 1〉, 〈3, 3, 1, 1, 3, 2, 2, 1〉}
tck = 1/(1.5× 109),trrd = 4,tfaw = 20,wl = 7,bl = 8,twtr = 5,cl = 9,trp = 9,trcd = 9,twr = 10

Fig. 6: One of the systems used in our evaluation.
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